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Machine
Learning
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Activity: What
Is Machine

Learning
(ML)?




camps

Machine Learning is a system with the ability to automatically
learn and improve from experience without being explicitly
programmed.

Machine Learning focuses on the development of computer
programs that are provided with data and use it to learn by
themselves.
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Activity: Do
You Know Any
Machine
Learning
Systems?
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Current Machine Learning Systems
Siri

« Siriis a voice-activated assistant.

« Siri interprets your voice instructions, and, when possible, carries
them out.

« Siri can open apps, give you movie times and sports scores, call
or send messages to people in your contact list
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Current Machine Learning Systems
Google Maps

_all AT&T 3G 3:05 PM =Y

7of 9

Drive 20.7 miles then
take the exit onto US-50 W toward
Washington Entering District of Columbia

A

Google can use user’s location data for
things like:

« real-time traffic updates,

« estimating current traffic speeds, and

« adjust directions accordingly.
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Current Machine Learning Systems
Security Cameras

« It is not possible for humans to keep monitoring
hundreds/thousands of monitors at the same time, using
technologies like:

« objectrecognition and facial recognition, this becomes
possible.
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Current Machine Learning Systems
Dota 2

« Dota 2is a strategy based video game.

« OpenAl 5, developed by the company OpenAl, backed
by Elon Musk, has beaten pro-level Dota 2 players in one-
on-one matches.

« Also beating amateur Dota 2 tfeams.
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Current Machine Learning Apps /

Games

Draw It - mobile app.

Players competes with each
other in a online real fime

drawing game.

The goal is to draw one of the
two categories given, so that
the computer can make an
accurate guess.

The computer is taught
through ML to recognise
drawings.

9 7 75% mm )

Music

Screen

Mirroring

Click to
«— play
video.



camps

KUKA is one of the world's leading suppliers of robofics.

Table tennis bot




Click to play video.
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Activity: How
Does Machine

Learning
Work?
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Pattern recognition is the ability to recognise patterns in data sets.

»
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Activity:
Pattern
Recognition




camps

Activity: Pattern Recognition (1)

a)I b)I c)I d)I

What comes nexte
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Activity: Pattern Recognition (2)

What comes nexte

A Q “
a) b) <) d) e)
. w . D
{ .
N
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Activity: Pattern Recognition (3)

The Eiffel Tower was the tallest structure in the world unftil 1930. If
the first three images above were taken on March 1888, July 1888,
and November 1888, which of the following dates is the most
reasonable for the final picture of the completed tower?

a) January 1890

b) July 1889

c) March 1889

. d) December 1888
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Activity: Pattern Recognition (4)

What number fits into the question mark?

d

30

40

24
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Activity: Pattern Recognition (5)

What is the number of squares in the last section where the
question mark is¢

*~J

a) 9 b) 12 c) 16 d) 21
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Activity: Pattern Recognition (5)
Hint

What is the number of squares in the last section where the
question mark is¢

a) 9 b) 12 c) 16 d) 21
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Activity: Pattern Recognition (6)
Tricky

What comes nexte

H28HDDB LT ??
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Activity: Pattern Recognition (7)
Tricky

What number is this car parked in¢

AS 06 | 68 | 88 a 9%
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Activity: Pattern Recognition (8)
Advanced

The top two scales in the
image at the right are in
perfect balance. How many
diomonds will be needed to
balance the boftom sete
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Activity: ML
Simulation
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Machine
Learning in
Scratch

hitps://machinelearningforkids.co.uk



https://machinelearningforkids.co.uk/
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Machine Learning Process

Let us say, we want to be able to train a computer to sort a set of
photos into two piles: one pile of photos of butterflies, and one
pile of photos of dragonflies.

How would we start this process?

What do we need?
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The Training Data

B
Q About Teacher Projects Worksheets News Help Log Out Language

Recognising images as Butterfly or Dragonfly

< Back to project

Add new
label

Butterfly Dragonfly

R '
P 3‘

Swww  Bwebcam £ draw

S www  Biwebcam ¢ draw
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Without ML

Click to play video.

[GButtePﬂg ar Dragonfly
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With ML

Click to play video.

[gButtePﬂg ar Dragonfly
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Make Me Happy
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Make Me Happy

Go to hitps://machinelearningforkids.co.uk/

Click on “Get started”.

Click on “Try it now".

Click on "Projects” on the top menu bar.

Click the “*+Add a new project” button.

Name your project “make me happy” and set it to learn how to
recognise “text’” and click the “Create” button.


https://machinelearningforkids.co.uk/
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Make Me Happy

Make a sprite with three costumes: @~
1) "not sure” face. B 7 co
2) "happy” face. 1
3) “sad” face. S%.
’
happy
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Program your sprite so that:

1) When we start the game, display not sure face.
2) Ask the question “Type a message: ”

3) If the answer is I think you are cool” then, display happy face.
3) If the answer is “You smell bad” then, display sad face.
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Make Me Happy

switch costume to costumel » ask and wait

ELECTAE | think you are ...
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Make Me Happy

when clicked

switch costume to not sure =

- Type me a message! B RVETS
if CLEVETEEE | think you are cool then

switch costume to happy

OV S You smell bad then

switch costume to sad =
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What you have done so far?

You have created a sprite that is happy when you say that it is
‘cool’ and sad when you say it ‘smells bad’.

However, what is the problem with our game?¢

How can we improve it¢
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Make Me Happy

Training the machine

&\]/'I About Projects Worksheets News Help Log Out Language

Recognising text as kind_things or mean_things

< Back to project

+ Add new

label

kind_things mean_things

+ Add example
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Click the “Add example” button in the "kind things” label, and
type in the nicest, kindest compliment you can think of.

Click the “Add example” button in the *mean things” label, and
type in the meanest, cruelest insult you can think of (be
reasonable and appropriate).

Write at least six compliments and at least six insults.
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Make Me Happy

% About Projects Worksheets News Help Log Out Language

Recognising text as kind_things or mean_things

< Back to project

Add new
label

kind_things mean_things

You're a lovely person | appreciate all of the things you do You smell | don't like you

Your hair looks great today You're my best friend You're as dumb as a bag of rocks You're an idiot

| think you're amazing That jacket looks great on you You smell bad I'm fed up with how useless you are

+ Add example + Add example
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Click on the “< Back to project” link.
Then click on the YLearn & Test” button.

Click on the "Train new machine learning model” button. As long
as you have entered an even amount of examples, the
computer should start to learn how to recognise messages from
the examples you have given it.
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What Have You Done So Far?

You have started to frain a computer to recognise text as being
kind or mean.

This is called “supervised learning” because of the way you are

supervising the computer’s training. The computer will learn from
patterns in the examples you have given it.
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Program your sprite so that:

1) When we start the game, display not sure face.

)
2) Ask the question “Type a message: ”

3) If the answer is recognised as “kind” then, display happy face.
4) If the answer is recognised as “mean” then, display sad face.



rechnocamps

Make Me Happy

switch costume to costumel » ask and wait

recognise text {answer @ (label) kind_things
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Make Me Happy

when |

switch costume to not sure =

=5 @ Type me a message! J=1GRVET:

|

if ML ] recognise text {answer @ (label) = kind_things

switch costume to happy *

. recognise text " answer @ (label mean_things
(] L] g (abei) . g

switch costumeto sad =
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More examples!

The more examples you give if, the better the computer should
get at recognising whether a message is kind or mean.

Try and be even

Try and come up with roughly the same number of examples for
kind and mean.

If you have a lot of examples for one type, and not the other, the
computer might learn that type is more likely, so you'll affect the
way that it learns to recognise messages.

Mix things up with your examples

Try to come up with lots of different types of examples.

For example, make sure that you include some long examples
and some very short ones.
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What have you done?

You have modified your Scratch character to use machine
learning instead of the earlier approach.

The more examples you give it, the better it should get at
recognising messages correctly.
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Now that you've finished, why not give one of these ideas a tryg Or
come up with one of your owne

Write a rePIy geasy) ,
Instead of just changing the way they look, make your character
reply, based on what it recognises in the message!

Try a different character (medium) , , ,
Insfreocljeof a person’s face, why not fry something different, like an
animals

It could react in different ways, instead of smiling?. o

For example, you could make a dog that wags their tqil if you say
something kind tfo it!

Different emotions (hard)

Instead of kind and mean, could you train the character to recognise
other types of message?



camps

Activity: ML
Simulation 2




Pac-Man
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In this project you will create a Pac-Man game in Scratch that is
able to learn from how you play.

Filev Editv

Sprites

i

ghost

New sprite: / -

Scripts

Costumes

Sounds

I Motion l Events

J] Looks Jl control

I Sound I Sensing

l Pen I Operators

fou
Make a Block

Add an Extension

Load Experimental Extension

define Next-pacman-move

set x to| pacmanx * @ + &D

point in direction €15

next-pacman-move

set y to

pacmany * @ + @D

when | recelve pacman-go-up
o

when | recelve pacman-go-right
"change pacmanx by @
: next-pacman-move

point in direction {9

change pacmany by €

next-pacman-move

point in direction ()

when | recelve pacman-go-left
pacman_x > EY _then
change pacmanx by @)
i

next-pacman-move

point in direction IR

when | recelve pacman-go-down
3 ) | P
“change pacmany by @)

next-pacman-move

point in direction

when | receive game-over

PPV "I0Y CAME OVER! | avoided the ghost for [l BT 8 moves |

Load Experimental Extension
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Go to https://machinelearningforkids.co.uk/scratchx in a browser.

Click Project templates -> Pac-Man to open the Pac-Man
template for this project.

Play a few games of Pac-Man and avoid the ghost as long as you
can.
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Representing Pac-Man in Scratch:

The game board is a graph. Pac-Man and
the ghost can only travel along lines.

The location of each character is stored as:
* anx-value (a number from 1 to 7) and,
* ay-value (a number from 1 to 5).

y values

R N W B~ o1

SY =2

ﬁ For example, the ghost on the left is at: X =

1 2 34 5 6 7
X values
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Pac-Man

At each turn, the =i
character has fo choose
between four moves: up,
down, left, right.

(There are no diagonal
moves.) left

right

down
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You're going fo train Pac-Man fo avoid the ghost. You will do this
by showing it examples of how you play the game.

Imagine the board looks like this, if you decide to go up:

Pacman x

Ghost x

2
Pacmany 2
5
3

Ghost y

This table represents choice “up”.
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Imagine the board looks like this, if you decide to go down:

ﬁi—— Pacman x

Pacmany

Ghost x

O N O O,

Ghost y

The table represents choice “down”.
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Pac-Man

Go to “Projects”.
Click the "+Add a new project” button.

Name your project “pacman’ and set it to learn how to recognise
“numbers”.



Pac-Man

camps

Click "Add a value” and name a value “pacman x” and make it

a ‘number’.

Click "Add another value” again and repeat to add values for

the other three positions: “pacman y”, “ghost x”, “ghost y”

Recognizing *

numbers

pacman x

ghost x

ADD ANOTHER VALUE

number

number

pacmany

ghosty

number

number

CREATE CANCEL
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Pac-Man

Click “+ Add new label” and create labels shown below:

mi-for-kids Welcome About Projects Worksheets News Help Log Out

Recognising numbers as left, right or 2 other classes

4 Add example
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ac-Man

Open the Pac-Man template again.

Click on the “Stage” and find the “when green flag clicked” script
that sets the “left”, “right”, “up”, "down” constants.

Filev Editv Project templates v E 3 i

=

pacman

Scripts | Backdrops | Sounds

[ZEELN save Project

] Motion fl Events

J Looks 1 control
A [l sound Il sensing

Pen Jl operators

J oata More Blocks

Make a Block

ghost-decision-strategy-3

ghost-decision-strategy-2

ghost-decision-strat

ghost-decision

ghost-me

) !

ghost-decision
)

timer by @

I W e 11 RS T T

when uparrow  key pressed when rightarrow  key pressed

set next-pacman-move to up set next-pacman-move to ' right

Sprites New sprite: / &bl 3 oad Experimental Extension

| 1} I
E H m e LI when downarrow  key pressed when leftarrow  key pressed
| 1} recognise numbers pacman x @) pal set | next-pacman-move  to  down set next-pacman-move  to left
o [ recognise numbers pacman x €D p4
S recognise numbers pacman x €

Now bk ]
L, = o _pacm: cision
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Pac-Man

Modify the script to use your new blocks from the pacman
project.

clicked

left to left

right - to right

up 0 up

down  to down




Pac-Man

Find the custom block “pacman-decision”.

Filev Editv Project templates v

Mgl pacman Backdrops Sounds
= \
~ e
I Motion l Events
] Looks i contral
I Sound l Sensing =
I Pen l Operators
i oats T G

Make a Block

ghost-decision-strategy-3

< ghost-decision-strategy-2

ghost-decision-strategy-1

ghost-decision

New backdrop: pacman-decision

Add an Extension when uparrow  key pressed when rightarrow  key pressed

Load Experimental Extension

pacman v [ B when downarow key pressed
recognise numbers pacman x ) p set next-pacman-move  to  down

recognise numbers pacman x D p4

define Pacman-decision

AN
egeII

- D

add training data pacman xm pac

camps

Save Project
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Pac-Man

Update the “pacman-decision” block to add every move you
make to your machine-learning fraining data.

define Pacman-decision

if  not next-pacman-move g B

add training data pacman x { pacman X pacman y (| pacman.y ghost x ( ghost X ghost y( ghost y ( next-pacman-move

Save your work and call it pacman-learn.



Pac-Man
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Click the "< Back to project” link, then click the “Train” button You
should see the training examples you collected by playing Pac-

Man.

About

< Back to project

g
3

é
N s

ul

pacrnan x
pacmany

WO

ghosty

pacman x

ghost x
ghosty

wan s

Projects

pacman x

ahost x
ghosty

pacman x

ghost x
ghosty

pacman x
pacman y

ghosty

pacmen x
pacman y
ghost x
ghesty

pacman x
pacman y
ghost x
ghosty

oacman x

Worksheets

wona AN NBaaw

noN e

5

= Add example

News

Help  Log Out

Recognising humbers as left, right or 2 other classes

pacman x
pacman y
ghost x
ghosty

pacman y.
ghost x
ghosty

pacman x
pacmany
ghost x
ghost y

pacman x

ghost x
ghosty.

pacman x
pacman y
ghost x
ghosty

@wo -

anvow

aaao

PPN

CISEFS

pacman x
pacman y
ghost x
ghosty

pacman x
pacman y
ghost x
ghosty

pacrman x

ghost x
ghosty

pacman x
pacmany
ghost x
ghosty

pacman x
pacmany
ahost x
ghosty

pacman x

a-ne PR swos @

awaa

a

4 Add example

pacman x
pacman y

ghosty

pacman x

pacmany

ghosty

RN “ W Ao -

LOFNINENY

pacman x
pacman y
ghost x
ghasty.

pacmany
ghost x
ghosty

pacman x
ghost x
ghosty

pacman x
gnostx

ghosty

‘oacman x

(ORI —on - waaa son =

N woN

a

< Add example

pacman x
pacmany
ghostx
ghosty

pacman x
pacmany
ghostx
ghosty

pacman x
pacmany
ghostx
ghosty

pacman x
pacmany
ghosty
pacman x
pacmany

ghostx
ghosty

‘oacman x

N~ oo~ row® asno

aose
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aoso
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ghosty

pacman x
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asno
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ghost x
ghosty
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Add new
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What Have You Done So Far?

You are teaching a computer to play Pac-Man.

You updated a Scratch Pac-Man game so that it can collect
examples of how you play and add them to a set of examples.

You will use those examples to frain a machine learning “model”.
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Pac-Man

Click the “< Back to project” link.
Click the “Learn & Test” button.

Click the “Train new machine learning model” button.



Click on the Stage.

Filev Editv Project templates v

fga'! pacman-leam
.

V460

i+
~e

ac-ivian

A Wy
N AR

Scripts Backdrops Sounds

I Motion I Events

I Looks I Control

I Sound I Sensing B lent

I Pen I Operators

TN oo socs —~ &

U to up

Make a Variable

e down J

gl ghost_x

el ohost.y
r

lgll next-ghost-move
gl next-pacman-move
lgll pacman_x

(gl pacman_y

e rioh )

when uparrow  key pressed

set next-pacman-move 0 up

set right 1o [

change right by €

hide variab

camps

LLULUl Save Project

set  next-pacman-move m.
set  next-ghost-move u.

repeat untll  ghostx = pacmanx and ghosty = pi

pacman-decision
pacman-move
ghost-move
[

© secs
ghost-decision
»
change timer by @

broadcast game-over

when rightarrow  key pressed

set next-pacman-move  to  right

when leftarrow  key pressed
left

set next-pacman-move o
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Pac-Man

Delete the key-press scripts because it's the computer’s turn.
These are the scripts you do not need any more:

when uparrow  key pressed when right arrow

key pressed

set next-pacman-move to up set next-pacman-move to right

when downarrow  key pressed when leftarrow  key pressed

set next-pacman-move to down set next-pacman-move to left
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Pac-Man

Modify the custom “pacman-decision” block Instead of learning
from what you are doing, now you want it to use your machine
learning model.

define Pacman-decision

set next-pacman-move . to recognise numbers pacman x { pacman_x pacman y( pacman_y ghost x { ghost x ghost y ( ghost.y (label)




Pac-Man

when clicked
set timer to
set next-pacman-move  to .

set next-ghost-move to-
repeat until ghost_ x = pacman_x and ghosty =

pacman-decision
pacman-move

ghost-move

»
»
»
3

ghost-decision

change timer by €

broadcast game-over

pacman_y

Save your work and call it pacman-play.

camps

Modify the “Click Green Flag” script to remove “wait 1 second”.
You want the script to end up looking like this
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How To Improve Your Pac-Man?

Open fraining project “pacman-learn”.
Play the game even more adding to the training data.

Go back to the training tool. Click the “Train new machine
learning model” button.

Open testing project “pacman-play”.
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What Have You Done So Far?

You have trained a computer to play Pac-Man. You did not have
to describe the rules to the computer.

Instead, you showed it how you play, and taught the computer

by collecting examples of decisions that you made when you
played.
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Don’t be kind!

You might be tempted to go easy on the ghost when you're
playing against it. Don't. It is learning from the way that you play.
If you do not play well, it cannot learn how to play well. If you
want it to get better quickly, play as well as you can.

Keep training

The more examples the computer has to learn from, the better it
will get. If you have time, play a lot of games and train a new
model again.
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Now that you've finished, why not give one of these ideas a tryg Or
come up with one of your owne

Add another ghost (easy)

The game is beatable with only one ghost — Pac-Man can just carry
on ovmdm,g the ghost forever. But with a second ghost chasing after
Pac-Man, it will get really hard.

Change the game board (medium)
Try making the game board bigger. Or add obstacles that Pac-Man

and the ghost will need to go around.

Make your own game (hard)

This does not only work with Pac-Man. Why not make your own %ome
|n| Sc,r%rch, and then frain a machine learning model to be able o
play it<
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Activity: Create another ML game

Now that you've finished, why not go on to:

https://machinelearningforkids.co.uk/#!/worksheets

And try out the “Smart Classroom” project - Create a smart
assistant in Scratch that lets you control virtual devices.

Click “Download” -> Quick simplified version of the project, ideal
for use as a first infroduction to the tool - “Download project
worksheet”.


https://machinelearningforkids.co.uk/

